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Abstract: We conducted a study to evaluate the effectiveness of Open AI’s GPT models in assessing 1

text summaries generated by six transformer-based models from Hugging Face. The models we 2

analyzed were Distilbart, BERT, Prophetnet, T5, BART, and PEGASUS, and we focused on important 3

qualities of intelligent reporting such as conciseness, relevance, coherence, and readability. We used 4

established evaluation metrics like ROUGE and Latent Semantic Analysis (LSA) to quantitatively 5

assess the generated summaries. Additionally, we employed GPT in a unique way, not as a sum- 6

marizer but as an evaluator, allowing it to evaluate the summaries independently without explicit 7

metrics. Our findings revealed a strong correlation between GPT evaluations and the traditional 8

metrics, with relevance and coherence evaluation being particularly noteworthy. In conclusion, 9

GPT shows promise as an evaluator and complements traditional evaluation metrics in assessing 10

the quality of text summaries. Our study provides valuable insights for future research in natural 11

language processing and aids in comparing the effectiveness of different transformer-based models 12

in generating high-quality summaries. 13

Keywords: keyword 1; keyword 2; keyword 3 (List three to ten pertinent keywords specific to the 14

article; yet reasonably common within the subject discipline.) 15

2. Introduction 16

In today’s digital age, we swim in an ocean of incredibly vast and complex information. 17

This provides a unique challenge for the intelligence community, as the success or failure of 18

attaining strategic goals may depend on how well and swiftly this information is processed 19

and summarized. Creating personalized daily reports that gather various data and present 20

it in a clear, organized, and useful summary is essential. With the growing demand for 21

such systems that can automate text summarizing on a large scale without sacrificing 22

quality or relevance, they are becoming more important in this context. The task of text 23

summarization is becoming increasingly important in natural language processing (NLP), 24

as it has various applications in different fields such as news aggregation and providing 25

condensed versions of lengthy documents [1]. As data continues to grow exponentially, 26

text summarization can greatly improve the accessibility and understanding of content, 27

enabling users to navigate vast amounts of information more efficiently [2]. 28

In recent years, transformer models have become increasingly popular for text sum- 29

marization tasks. This is due to their ability to capture complex relationships within text 30

data, as demonstrated by Vaswani et al. [3]. These models use self-attention mechanisms 31

and have shown excellent performance in various NLP tasks, marking a significant depar- 32

ture from conventional sequence-to-sequence models [3]. However, there is a significant 33

variation among transformer models, each with unique characteristics and execution traits. 34
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Therefore, this study aims to compare the performance of different transformer-based 35

models for text summarization using a well-established dataset. 36

The aim of this study is to assess the effectiveness of Open AI’s GPT models in 37

evaluating text summaries from six transformer-based models provided by Hugging 38

Face1. These models include Distilbart [4]2, BERT (Bidirectional Encoder Representations 39

from Transformers) [5], Prophetnet [6], T5 (Text-to-Text Transfer Transformer) [7], BART 40

(Bidirectional and Auto-Regressive Transformers) [4], and PEGASUS (Pre-training with 41

Extracted Gap-sentences for Abstractive Summarization Sequence-to-sequence) [8]. We 42

will evaluate these models based on fundamental properties of intelligence reporting, such 43

as conciseness, relevance, coherence, and readability. To provide a quantitative assessment 44

of the summaries generated, we will use established evaluation metrics such as ROUGE 45

and Latent Semantic Analysis (LSA). Additionally, we will use GPT in a novel way, not as 46

a summarizer but as an evaluator, to evaluate the summaries on its own without explicit 47

metrics. Our main goal is to compare the quality of the summaries from these models. 48

Our research aims to bridge the existing gap between traditional summary evaluation 49

techniques and the latest advancements in AI technologies. Our goal is to explore how 50

these technologies can enhance the capabilities of the intelligence community while also 51

maximizing the creation of personalized daily reports in an increasingly data-driven society. 52

3. Background and Literature Review 53

Text summarization is the process of converting a longer text into a concise version 54

while retaining its essential information, which continues to be a pivotal research area in 55

NLP [9]. It finds broad applicability across domains such as news reporting, automated 56

report generation, and conversation analysis [1]. Earlier, text summarization techniques 57

were rule-based and involved heuristics such as extracting sentences that contain the most 58

frequent terms [10]. Nonetheless, these techniques could not satisfactorily capture the 59

complexity and semantics of the natural language, provoking the development of machine 60

learning-based approaches [11]. 61

Recurrent Neural Networks (RNNs), such as Long Short-Term Memory (LSTM) units, 62

were among the first machine learning methods applied for summarization tasks due 63

to their ability to capture temporal dependencies in text [12]. However, these models 64

often faced challenges with long sequences due to vanishing and exploding gradient 65

problems. Nallapati et al. [13] proposed a novel extractive summarization model named 66

SummaRuNNer, which leveraged a hierarchical RNN structure to generate summaries. 67

The advent of transformer models marked a significant advancement in the field of NLP 68

[3]. They were able to capture contextual information more effectively than their RNN 69

counterparts due to their distinctive architecture, which was centered on the self-attention 70

mechanism. BERT, a transformer model proposed by Devlin et al. [5], revolutionized the 71

way text representation was learned by training on a large corpus of text in a self-supervised 72

manner. However, BERT was designed to generate embeddings for downstream tasks, not 73

to generate text. 74

Building upon the transformer architecture, several models were proposed that could 75

both understand and generate text, making them suitable for summarization tasks. Notably, 76

the BART model by Lewis et al [4] and the T5 model by Raffel et al. [7] were shown to 77

perform exceptionally well on summarization benchmarks. Other models like PEGASUS 78

Zhang et al. [8] and ProphetNet Yan et al. [6] introduced additional pretraining objectives 79

that proved beneficial for summarization. 80

Furthermore, the application of knowledge distillation for creating efficient and per- 81

formant models like DistilBART has paved the way for the practical implementation of 82

large transformer models in resource-constrained environments [14]. 83

1 https://huggingface.co/
2 https://huggingface.co/sshleifer/distilbart-cnn-12-6
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This study contributes to the ongoing discourse by providing a comparative analy- 84

sis of various transformer models on a summarization task using the CNN/Daily Mail 85

dataset[15]. 86

4. Methodology 87

In this study, six transformer-based models, shown in Figure 1 for text summarization 88

were evaluated using two methods. The first method, called ChatGPT-Based evaluation, 89

involved utilizing Open AI’s GPT models, while the second method, called metrics-based 90

evaluation, employed evaluation metrics commonly used in the field of NLP. The rational of 91

including the metrics-based method is provide a comparative benchmark to the ChatGPT- 92

based evaluation. 93

The utilized large language models possess unique architectures and pre-training 94

strategies that have proven beneficial in various NLP tasks. They offer distinctive insights 95

and approaches, setting themselves apart through innovative techniques. To conduct this 96

study, the CNN/daily mail dataset was used. This dataset is widely used as a benchmark 97

in the text summarization field [16] and contains a vast collection of online news articles. 98

DistilBART (sshleifer/distilbart-cnn-12-6) 3 DistilBART is a smaller, more efficient 99

version of the BART model. It uses a technique known as knowledge distillation, which 100

was first introduced by Hinton et al., where the distilled model (DistilBART) is trained to 101

predict the output of the original model (BART) in an attempt to retain its performance 102

while being more resource-efficient. This version of DistilBART has been fine-tuned on the 103

CNN/DailyMail dataset for the specific task of summarization Lewis et al. [4] and Hinton 104

et al. [17] 105

BERT-small2BERT-small (mrm8488/bert-small2bert-small-finetuned-cnn_daily_mail- 106

summarization) 4 This model utilizes a smaller version of BERT, a transformer-based model 107

that introduced the idea of bi-directional training in transformers. BERT has been a mile- 108

stone in transformer-based models due to its impressive performance in various NLP tasks 109

Devlin et al. [5] 110

ProphetNet (microsoft/prophetnet-large-uncased-cnndm) 5 ProphetNet introduces 111

a novel self-supervised objective called future n-gram prediction and an n-stream self- 112

attention mechanism. These additions allow ProphetNet to predict more than one token 113

ahead during pre-training, which has been shown to be beneficial for downstream sequence 114

generation tasks Qi et al. [6] 115

T5-small (t5-small) 6 T5, or Text-to-Text Transfer Transformer, reframes all NLP tasks 116

into a text-to-text format, making the model’s application flexible across a variety of tasks. 117

The ’small’ variant is a more lightweight version, maintaining good performance with 118

fewer parameters Raffel et al. [7] 119

BART-large (facebook/bart-large-cnn) 7 BART is a transformer-based model that 120

uses a denoising autoencoder for pre-training. Unlike other models that pre-train on a 121

specific task, BART learns to reconstruct the original text by transforming it, leading to an 122

impressive performance on many downstream tasks Lewis et al. [4] 123

PEGASUS (google/pegasus-cnn_dailymail) 8 PEGASUS, or Pre-training with Ex- 124

tracted Gap-sentences for Abstractive Summarization, utilizes a novel pre-training objective 125

where certain sentences are removed and the model is tasked with generating them. This 126

approach has proved highly effective for abstractive text summarization tasks Zhang et al. 127

[8] 128

3 https://huggingface.co/sshleifer/distilbart-cnn-12-6
4 https://huggingface.co/mrm8488/bert-small2bert-small-finetuned-cnn_daily_mail-

summarization/blob/main/README.md?code=true
5 https://huggingface.co/microsoft/prophetnet-large-uncased-cnndm
6 https://huggingface.co/t5-small
7 https://huggingface.co/facebook/bart-large-cnn
8 https://huggingface.co/google/pegasus-cnndailymail
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To implement our project, we utilized Hugging Face’s Transformers library [18]. 129

This library provides pre-trained models and high-level APIs for text processing tasks. 130

We used the EncoderDecoderModel for the BERT-small2BERT-small model, while the 131

pipeline function was used for the other models. To generate a summary using the BERT- 132

small2BERT-small model, we created a function called generate_summary. This function 133

takes a text as input, tokenizes it using BertTokenizerFast, and generates a summary using 134

the EncoderDecoderModel. We tokenized the text with a maximum length of 512 tokens, 135

applying padding and truncation when necessary. The generated summaries were decoded 136

by removing the special tokens. For the remaining models, we utilized Hugging Face’s 137

pipeline function to streamline the summarization process. We input each text into the 138

pipeline for its respective model, and the resulting output (a dictionary) was processed to 139

extract the summary text. 140

The performance of each model was evaluated based on the quality of summaries 141

generated for the first 30 articles from the CNN/Daily Mail dataset that contained fewer 142

than or equal to 512 words. The generated summaries were stored in a Pandas DataFrame 143

Reback et al. [19], with each row representing an article and each column a model’s 144

summary. 145

Figure 1. Generation of summaries.

4.1. ChatGPT-Based Evaluation 146

To evaluate the quality of the generated summaries, we selected four properties 147

including conciseness, relevance, coherence, and readability. Then, we mapped these 148

properties to comparative benchmarks or metrics as shown in Table 1. We utilized the API 149

of Open AI to prompt GPT 3.5 model to evaluate the provided summary as illustrated in 150

Figure 2. Following is an example the prompt that we passed to GPT: 151

Figure 2. Illustration of the ChatGPT-Based evaluation.

Prompt: Score the following summary given the corresponding article with respect to 152

consistency from 0 to 1 where 1 means most consistent. Note that consistency measures 153
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how much information included in the summary is present in the source article. 154

Article: [Article] 155

Summary: [Summary] 156

Score: 157

158

Table 1. Evaluation of the summaries using traditional metrics.

Property Description Evaluation metric

Conciseness

A high-quality summary
should effectively convey the
most important information

from the original source while
keeping the length brief

Compression Ratio - Calculate
the ratio of the length of the

summary to the length of the
original text.

Relevance
The information presented in

the summary should be
relevant to the main topic.

ROUGE (Recall-Oriented
Understudy for Gisting
Evaluation) - compares

n-gram overlap (unigrams,
bigrams, etc.) between the
summary and the reference

summaries or the source text.
It assesses how well the

summary captures important
content

Coherence

A good summary should have
a clear structure and flow of

ideas, making it easy to
understand and follow

Latent Semantic Analysis
(LSA) to assess the logical

connections between
sentences or concepts

Readability
The sentence used in the

summary should be clear and
easily understandable

Flesch-Kincaid to assess the
complexity of sentences in the

summary.

4.2. Metrics-Based Evaluation 159

To evaluate summaries based on metrics, we calculated compression ratio, ROUGE 160

(Recall-Oriented Understudy for Gisting Evaluation), Latent Semantic Analysis (LSA), and 161

Flesch-Kincaid for each one of the summaries as detailed in Table 1 and illustrated in Figure 162

3. 163

Figure 3. Illustration of the Metrics-Based evaluation.

4.3. Statistical analysis 164

We compared conventional metrics with ChatGPT-generated scores. To determine 165

the extent of agreement and association, we utilized Pearson’s correlation, a widely rec- 166

ognized statistical measure for assessing linear relationships between two variables. Our 167

aim was to determine the level of correlation between the conventional metrics and the 168
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ChatGPT-generated scores by running Pearson’s correlation. The results from this assess- 169

ment provided valuable insights into the consistency and alignment of the assessment 170

provided by the two methods. The correlation coefficient obtained from Pearson’s anal- 171

ysis served as a quantitative indicator of the similarity between the two sets of scores. A 172

higher correlation coefficient would indicate a strong positive relationship, suggesting that 173

the scores obtained from the conventional metrics and ChatGPT are in close agreement. 174

Conversely, a lower correlation coefficient would suggest a weaker relationship, possibly 175

indicating differences in the evaluations provided by the two methods. 176

5. Results 177

In Table 2, you can observe the metric-based scores calculated for each of the LLMs. 178

These scores are the averages across 30 summaries and have been normalized to range 179

between 0 and 1, with 0 denoting the lowest score and 1 representing the highest score. 180

Notably, for the compression ratio score, we complemented it by subtracting it from 1. 181

Table 3 displays the computed ChatGPT-based scores for each of the LLMs. These 182

scores represent the averages across 30 summaries and have been scaled to fit within the 183

range of [0-1], where 0 signifies the lowest score and 1 indicates the highest score. 184

Table 4 shows the results of the Pearson’s correlation outcomes including the correla- 185

tion coefficient and the P value for each one of the evaluation properties. 186

Figure 4 presents the evaluation results of the summaries from all LLMs using the 187

conventional metrics, while Table 5 displays the evaluation outcomes of the summaries 188

from all LLMs using ChatGPT. 189

Table 2. Metrics results.

Model
Conciseness

(Compression
Ratio)

Relevance
(ROUGE)

Coherence
(LSA)

Readability
(Flesch-

Kincaid)

DISTILBART 0.19 0.36 0.57 0.45
BERT 0.17 0.25 0.56 0.42

PROPHETNET 0.05 0.08 0.29 0.38
T5 0.15 0.29 0.59 0.43

BART 0.16 0.33 0.57 0.40
PEGASUS 0.13 0.28 0.49 0.38

Table 3. Scoring the properties with ChatGPT3.

Model Conciseness Relevance Coherence Readability

DISTILBART 0.24 0.78 0.70 0.79
BERT 0.31 0.72 0.64 0.73

PROPHETNET 0.35 0.62 0.38 0.69
T5 0.31 0.73 0.59 0.71

BART 0.26 0.81 0.72 0.82
PEGASUS 0.24 0.79 0.68 0.78

Table 4. Correlation .

Property Correlation coefficient P Value

Conciseness -0.65 0.17
Relevance 0.92 0.01
Coherence 0.85 0.03
Readability 0.11 0.83
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Figure 4. Assessing using traditional metrics.

Figure 5. Assessing using ChatGPT.

6. Discussion 190

In this work, we applied established evaluation metrics such as as ROUGE and Latent 191

Semantic Analysis (LSA). Then, going beyond these conventional approaches, we employed 192

ChatGPT, not as a summarizer but as an evaluator, enabling it to evaluate the summaries 193

on its own without explicit metric direction. 194

The findings indicate a correlation between the traditional metrics and ChatGPT’s 195

evaluations. More specifically, substantial correlation was observed in relation to relevance 196

and coherence, reinforcing the efficacy of ChatGPT in appraising certain elements of 197

summaries. 198

On comparison, it was observed that ChatGPT generally awards higher scores. This 199

could possibly be due to traditional metrics applying strict criteria in summary evalua- 200

tion, whereas ChatGPT may take into account additional factors when appraising these 201

summaries. 202

There’s a uniformity in the LLMs when it comes to evaluating summaries. However, 203

the summaries produced using the PROPHETNET model garnered lower scores in both 204

the metrics and ChatGPT evaluations. This was anticipated since these summaries tend to 205

be very concise, occasionally comprised of a single sentence, and hence, fail to provide an 206

adequate representation of the original text. 207
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7. Conclusion 208

In conclusion, we used Open AI’s GPT model in addition to standard metrics like 209

ROUGE and LSA to evaluate summaries. The findings indicate a strong correlation, partic- 210

ularly in terms of relevance and coherence evaluation. GPT tended to give higher scores, 211

likely because it considers other factors. However, PROPHETNET summaries consistently 212

received lower scores due to their brevity and insufficient representation. Overall, GPT has 213

potential as an evaluator and can supplement traditional metrics in evaluating summary 214

quality, providing useful insights for future natural language processing research. 215
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